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ABSTRACT

Wc rerommend that a ground-based automated Le]escope of thr 2-meter

class be builL for remote multiuser use as a natural facility. Experience

riictiites that a primary consideration is a time shared multitasking opera-

ting sysLcm with virtual memory over]aycd with a real time priority intrrrui)l,

Thp primary user facility is a remoLc Lermini.1 neLworkrd to thr sil~glc comj)utrr,

Plally ,lser~ must hav(t simllltanrous time sharcrl acrrss to thr rornputcr for

progritm drvrlopmcnt. The tcl(~s(”ol)(t should I)(’ rapid sl(’wingj and tlrn(.r a

light wright (“onslru(.tlon. Autumiitio[] UIIOWS i“or t.hr rlosr(l loo]) Iloinlirlg

(’rr(~r (’orrl’(”1 ion indrprfl~irnt 01’ t’xt rrm(’ ac(.ur:lry 0! th(- mount .



Before the advent of time shared computer opel-sting systems accessed

through CRT terminals , we were all used to submitting jobs as a card deck in

the “batch” mode. Before that, only the engi~eer or operator had “hands on”

control of the computer. It would seem that optical astronomy is just

emerging from hands-on to batch mode, yet we will shortly operate an optical

telescope in space in the remoLe time shared mode withouL yet having one

ground based optical te’

Thr criteria for a

shar~d mode are the fol

1. The tclrscope musL

esrnpe operating in the same mode.

ground based automated telescope operating in the Lime

owing:

be a National Facility with a major fraction of ils

time allocated hy the standard procedure of porposai and review.

2. Thr optical data ❑ust be available to any ohserver transmitted by a

nationi]l digital tell’~”omul]icatiolls network, r.g., Telrnet.

3. Thr b;isir functions of lhr telescope must br under thr obscrvin~ progriim

control thrOUgh th~ primary computer.

Tllr inlp’lefflt’l)tii~ ioli Of :Iut.li a syslrm is ximi l;ir LO our ot}.jrrtivr of’ ;I

progriirn ior ;ili iiiltofllill(’fi !i(’ilr(”h !01’ sulwrnovar. Tfi thu coIiI:iI’ of’ tliis wurk wr

hlIVr ;Irrivrd iil s(~v~’~i]l (x)[,’i(’Lions that m:iy hr IIsrfIil to ulhvrs.

First HII(I [ui”rrno:;t is Lhr r(’.”()~nitioli tllilt ttlr Sol”f.Wilr(” Pflol.t will tfP

molly tirnrfi Kr(’;il(’r (- ~ 10) t,hilll ttio tiiirdh’iii{’ rt’f”ort. (For rxllrn])lr, thr Spi)(-r

Shllt Llr i:: rr(’ognixr(l ilti d h:ii’(lW&rF inlrnxivr ‘.lo.j~’i’t , yCt tti(~ (lriRiiliil

(’oli(f ’iiCtS 101 ils drv(’lc)pmrli[ illt’llldr[l ~ 10 tlir l“ns~ iii so!twnrr ;Il; iti liiir (l-

wiir(”, ) A (Iigit; ii trl(’,:(.ol)(” Stlr)iilrl 1)(+ 1]() rx(rl)L!oli n?itl ili(lt’r(l wr ll;lv~t !(lIIII(I
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If you have one task that is ten times larger than all others, it stands

to reaaon that it is wise to have ❑ore than one person work on Lhe problem

simultaneously. This is why the operating system ❑ust be a multiuser virtual

❑emery time shared system. Multiuser includes not only ❑ul.tiprogram access,

but also ❑ultitasking where a separate taak (like a u~er) is assigned to each

of several telescope functions; e.g., telescope slewing, the digit61 cameras

CCD or SIT @tar field pattern recognition, spectra, guiding, frame “taking”,

reduction and c~libration , catalogue access and ❑aintenance of stars,

galaxies, quaaars, and ❑ebuiae . A multitasking operating system allowa all

of these functions to be taking place concurrently provided a real time

interrupt of the operating system can take place. Host multiuser operating

systems aasign a sequential time slice to each user. A telescope must. be able

to rfmsnand attention with a priority above other tasks.

In addition there must be:

1. User observation program test, development and achcduling.

2. User daLa format and pre~cnta~ion.

3. User int.prvention.

4. lnt~rlorks, LFIcsrop~ saiuty, and f’nult diagnosis.

A ❑ultiuner t=nvironmenl allows any task to tolk LO anothrr task by

p.ls~inR puriimrt.rrs much like Lhe !“uuction “mail” where any uHrr paNNrN

lllPt3NJi~(’N tc other USPrE.

f’lmny mny aHk why not uNr a Hrpurntr mivrorompulrr for rflrh ta~k7 OfMs

thrn hnN the prohlcrn of nrlworkin~ ill] LhrHe rOm]NltPrN - which c’nu tug donr hul

it iH pr~srntly murh morr dlfflrult - aRaiIl brlmaUHr Lhc softwnrr rffort

i~ much grrntrr than thr hnrdwtirr ri’fort , It iN rnnrh mnrr rf[irirnl to Iimr

shnrr onr CPU Lhnt “knuwn” whrrr rvrrylhin~ (Pvr*ryofIr) iN Iorntrd and whrw

lhr op.-ratin~ SYNIFIII iN n drvrlopmf’nl for ihIlllFJUlldN III iIIFlt~]iJltilMIK.
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We have been modifying a Prime 300 (a 16-bit minicomputer with 128K core

and 70 Mbyte disc) multiuser time sharing system to handle priority interrupts

so that we can perform multitasking in a real .lme environment.

Computer Sy_stem for Autumated Control—. ———

Although adequate control of afi automated telescope is a demanding job

for both hardware and software, creating the software has proven to be the

most diffirull task (in terms of Limr and effort) for the Digitized Astronomy

telescop~. The size of the current software effort (on the order to 50,000

lines of FORTRAN source code) and the complexity of the. task dictated most of

the decisions when a minicomputer was chosen to replace the IBM 360/44 which

formerly controlled the telescope.

Tho softwore system on the 360/44 was constructed as a st!rics of overlays

whirh were railed into memory trom disk storiiigr as n~cdrd, rq)larin~ Lht!

Iormcr phasr which had btwII rxrcuting. Data was ptisscd from onv phase overluy

to tinothrr LhrouRh FORTRANnarnrd rotmnol: nrrafi which remuin(vt in rncmory Imtwrru

pll;itws , Sorer ph; isrs hii[l grown in ~izr LO titi muuh a~ 200K I)ytrx i]ltholl~tl motil

wf’rt” shout 120K hytrs long. tlllrh uffort hil’; 1~~’r~lFXl}rllllt’(1 ill (’rrilling 011(1

mnill!ilinillx thrt+(’ ovrrlays (Iul’ in ttl(~ir (ooII(”(~p~u;lJ Coml)lrxity :Illd !() thr mrdnfi
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To fit Digitxzed Astronomy overlays into this would require not only halving

the phases, but usually quartering the common areas that still had to be

resident in all phases. Indeed, in one phase in which the picturp of 16K

bytes (1 pixel/byte) was subtrated from a stored picture (also 16K butes) to

produce a difference picture (1 pixel/integer = 32K bytes) the whole address

space ❑ight be used by the data alone!

Research into the current state of ❑inicrmnputers soon revealed that we

were not alone in this problem and that some manufacturers have gone to great

efforts to solve it.

Two methods are perhaps well exemplified by Prime Ccinputer machines and

Int.erdata machines. The Interdata line of minicomputers evolved from 16

bit-machines with a limited addr~ss space to 32-bit machines with the ability

to address a megabyte (: MB) of main memory. Thus, if you have bigger programs

you can buy morf’ memory to :-un them in. The prime machines on the other h:lnd,

use virtual (paged) memory, Since most pro “-ares exhibit a high degree of

]ineariLy and localizati~n it is practiral Lo map a virtual addr(~ss space to

disk s~ortige and page in oIIly thosv sections of Lile proRram which tire needed

numbrr oi

machines wllirh US(’ th.

NriLher of Lhrse

of supI)orLing thP l)i~

lays. VP

t.ivily 01

ttw rompl



7

generally the most obvious way of breaking long programs into smaller ones.)

As separate tasks, perhaps they could be run in a multitasking environment.

Indeed, as this concept has been further expanded upon it has become apparent

that ❑uch code was originally written to handle the synchronization between

phases (tasks) that could be thrown away if this overhead is instead left to a

multitasking operating system. There are many ways of handling multitasking.

Consider, for exatnpl~, four phases each 128K bytes long which have been con-

verted to tasks (with appropriate intertask communications) running in an

Interdata 7/32 with 255K bytes memory and in a Prime 300 with 128K bytes

memory (actual machines proposed by vendors.) The multitasking on the

Interdata will roll-in/roll-out tasks as space is needed to execute the

current task, so if the tasks are executed sequentially after the second task

has received it time slice ev~ry other time slice will require rolling out a

task in memory and rolling in a new one from disk--256K bytes transfer per

time slier! In a paged memory, however, thr workirig set, i.e., necessary

pages, fol each task will reside in memory simultaneously (in practice, thr

working st?t i’or most programs on the Primr 300 srcms to br shout IOK-16K

bytes) . Thrn i{ a referrncc is mude to a page not in memory, it wIII replocr

onr in mrrnory - a Lrallsfcr of 2K l)y~rs, NotP this rlocs not metin :1 pagv is

swapped in und out frrr every instruction and in fact (Jnly n frw or no swaps

will be t.x])rrtt’d irl tiny givrn Liruc Hlicr-. A progrnrn whl(.h rausrd iI ~wi]~) with

cvc~y instruction would Hurr]y hr bryond ~unrprrhrnsioll of mrrr rnorta}fi.

Once W(I hnd dr(.ided LhOL iI virtun] mrmory, mu]titilskillg syfitcm wil~ by Iilr

Ltw mr)Rt tip]lrnprintr for Digit izrd A~tt(Jn(mly sorer othrr interesting ;Iroblerns

Nro~r. ‘ho trlf’H(.oINI iN primari Iy +r rw:ll-timr (lr’Jil.(’m ‘rusks on Lhr othrr,

oprrat(’ in thri r own t lrnr, thry cxi~t only ox lun~ :1s Lhry urr hrirrg rxr(.utrd

hy Lhr ~]’[;. If” Wc wrrr to llfJf* ~~(l~l”illlMllP~l 1/0 11s (’Xllr(’tf*(l for Lhr many l(j-tjit



data transfers, a task might query the telescope for some information but not

be executing when the information returned! The solution, is to use Direct

?lemory Access along with drivers embedded in the operating system. The data

buffers remain in the user address space and are locked into memory while the

data transfer is +.aking place The CPU microcode is always ready to pause,

●ven in the middle of an instruction to process data arrivin~ via Direct

Idemory Access, thus ensuring that the data are never lost. The task reques-

ting input from the telescope is put to “sleep,” that is, it receives no

further time slices until the data transfer has been completed.

Although it may appear inefficient at first, the overhead involved in

using DflA instead of programed 1/0 for small transfers is not LOO greaL and

for largr transfers is ❑uch more efficient. In addition, using Lhe same

method of Lransfer for all data made the design of the inLerface much sirnplr’r

and easirr Lo understand.

Anothr aspecL of multitasking which was considered from Lhc very sL:lrl

was inlrrtask ronsnuniration. Data have to br passrd frGm task to tiisk an(l

ther~’ ilt.rdrd to br some means of tiynchronizing tasks. A common mrthod of

~yll(”llrolli~i]tio[l is to usc semaphores will] send and wait opcrntions. Fur

rx;]mplr, thr t~lcscopr rcmtrol task might exerule ~ “wait on Semaphorr A“

illstrurtion whrn it has finish[’tl movinR thr te]rscopI* and thrn go to slerp.

I’hr datn rollect.ion task might then excruLr a “~~nd to s(”miiphonr’ A“

inntrucLion whrn il i~ iini~hrd with thr Lclr~ropr, (lthrr prohlwx migllL

rrquiro i+t.tui]l movornrnt of dtitn bvtwren tii~ks. For lhrsr a 111(’x!iil~r tr:lllsl(’r

f’nr+lity furniMhrrl by the rqwr:]ting ~yfilrm would INI usuatly u~rd. Wr I]ilvi’

dvrirlr~l to motlify thr thr lJr!muH o;jrrnling HyNtom 10 implrmrnt thr mrs~ug(’

rla~~r~ prnpntiml hy (irrR Andrrw~ (1076, in WIIICII htll Nl;llldilrd mrsx;lgrs ilr~”

pHp,l flll(l ~f~rf)..l[~l)~t]l m(~ssiigr~ srrvr 0“; srmnphor[’s l“or Nynl”hronizilt ion, Wr ilr{s
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thus still in the processes of establishing Digitized Astronomy on the Prime

300 computer and Primes 111 operating system, but we believe the major

problems have been solved.

Some additional hardware considerations— —

The telescope should be relatively fast slewing so

time (say fcr ❑ultiobject surveys) is small compared to

time. Since 10% photometry can be oltained of a 19th ❑

that the usual setting

the picture integration

object in ~ 10 s with

a 2 meter telescope, slewing should require no more than several seconds.

This requires a light weight ❑irror, rigid mount, and very fast motor drive.

Our own experience and calculations (Colgate, tloore, and Carlson 1975) say

that one can design a central support, very light weight mirror, based on the

homology principal of uniform stress (Van Hoerner 1967) that will maintain the

necessary figure accuracy, but that pointing accuracy will be modestly com-

promised. One can either correct for pointing predictively by a complex

distortion program, or “close the loop” as we do by recognizing a star field

(usually an 8th m, bright star) and resetting the coordinates. This procedure

of slew - take a picture, process iL for several brighL stars, recognize

bright star , calculate pointing error, and finally correct coordinates

requires several sc(.onts and unly ne~ds to be done after telescope posiLion

changrs of ~ 10 degr~es. During sup(?rnova search operntion, our phsL

experience sho~ed thi,t each nearby fi.cld was adequaLel,y accuraLe to a few

s~conds of ar- for a 1 degree slew so that only a prriodic update of tl~r

coordinates WBS nece~sary. We digil.ally controlled stepping motors to slew

the telescope through a gear drive. The criLrrion for speed is the numbrr of

steps prr srcoud sincx= the minimum step Nizc should hr small (= \ arc/s for

guidinR and thp maximum slew ratr, 1 radian in 10 s, rt’quires h x 104 sLeps/s.

EOCII digiLnl Htrp of a stepping motor (8 p-r cyrlr) call br further divi(ird



10

into (8 to 32) substeps by a digital to analog converter (Colgate et al 1970,

Dittmar 1979) Our minimum step size is 1 arc/s so that our full step rate of 2

x 104 steps/s is inherently capable of a stepping rat of-6x 105s
-1

. We

do not use the capability because our optics do ❑ot require it, i.e., a slit

width of several arc seconds and a pixel size of 1 arc s. In such a system

where an up down counter follows the stepping motor, one does not need accurate

digital angular encoders. We use a simple micro switch (a one bit encoder) on

●ach axis LO initialize the up down counters and then further update the

position on a bright star during initial setup. A relatively modest twelve

bit encoder on each axis would be an advantage to recover from a “lost” con-

dition without having to slew to the “microswitch” position.

Two values of F-number are usefui but not necessary. For Supernovii

searches, where nearby galaxies should be searched, the change in F numbi?r is

required in view of the limited number of pixels of the digital TV detector.

Similar to slewing, the F number chsnge must be automated for change in

several seconds.

We can focus the telrscope remotely, but have noL automated Lhis function

under compuLer control becausr of lack of n~ed. W(1 used a th~nnal compensa-

ting element in the mount that works better than expected and so refocus

normally only srvrrnl times iI ycarm It would h~ve brnw les~ htirdwarr and morr

software to have automatt=d the focus function.
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QUESTIONS:

Name: Jerry Nelson
Question: Why do you desire the ability to change f ratios ver> rapidly?
Answer: Replied in text.

Name: Laheyric
QuesLion: Have yoU considered long distance links, lik~ from here to Hawaii

or Chili?
Answer: Telcnet costs abouL SC per minute to support a terminal anywhere

within Lhc US. It snould he 2 to 3 times this around the wcrld,

Name: G, Gahor
Question: What do you mean by a time shared telescope’? What would b~ Lhe

turnaround time for different observers?
Answer: Rrplied in text.

Name: Dave Cudabilrk
Qurstioll: What communication band width is required hetwecn telescopes nnd

remote users?
Answrr: It requires roughly 1200 band to support a lern,iniil - 5C er miuutr

Tclenrt.


